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We present a kinetic Monte Carlo study of the dynamical response of a Ziff-Gulari-Barshad model for CO
oxidation with CO desorption to periodic variation of the CO pressure. We use a square-wave periodic pressure
variation with parameters that can be tuned to enhance the catalytic activity. We produce evidence that, below
a critical value of the desorption rate, the driven system undergoes a dynamic phase transition between a CO2

productive phase and a nonproductive one at a critical value of the period and waveform of the pressure
oscillation. At the dynamic phase transition the period-averaged CO2 production rate is significantly increased
and can be used as a dynamic order parameter. We perform a finite-size scaling analysis that indicates the
existence of power-law singularities for the order parameter and its fluctuations, yielding estimated critical
exponent ratiosb /n<0.12 andg /n<1.77. These exponent ratios, together with theoretical symmetry argu-
ments and numerical data for the fourth-order cumulant associated with the transition, give reasonable support
for the hypothesis that the observed nonequilibrium dynamic phase transition is in the same universality class
as the two-dimensional equilibrium Ising model.
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I. INTRODUCTION

The study of nonequilibrium statistical models is a subject
of current interest in a broad range of fields such as chemical
reactions, fluid turbulence, chaos, biological populations,
growth-deposition processes, and even economicsf1,2g. In
particular, the study of surface reaction systems has received
a great deal of attentionf3g. These systems not only consti-
tute a fruitful laboratory for exploring critical phenomena
associated with out-of-equilibrium statistical physics, but
they can also play an important role in the development of
more efficient catalytic processes. Catalytic reactions are
widespread in nature and have many industrial and techno-
logical applicationsf4,5g.

Several experiments show that it is possible to increase
the efficiency of catalytic reactions by subjecting the system
to periodic external forcingf5–9g. Monte Carlo simulations
of the Ziff, Gulari, and BarshadsZGBd model without de-
sorption f13g indicate that an enhancement of the catalytic
activity is observed when the system is perturbed by a peri-
odic force that drives it briefly into the CO poisoned state
f13,14g. However, it is well known that the ZGB model does
not reproduce several important aspects of catalytic pro-
cesses, such as lateral diffusionf15g and CO desorptionf16g.
In the present study we neglect diffusion and concentrate on
the effects of CO desorption. For brevity we will refer to this
model as the ZGB-k modelf16g.

Other work by the present authorsf17g indicates that near
the coexistence line between the active and the CO poisoned

regime, the decay times of the metastable states are different
if the ZGB-k model is driven into the CO poisoned state
from the active phase, or if it is driven into the active phase
from the CO poisoned state. Based on this result, we expect
that the catalytic activity of the system will increase when
the system is subjected to periodic variation of the external
CO pressure, only when one takes into account that the time
it takes the system to decontaminate is different from the
time it takes it to contaminate. Furthermore, we show that
the ZGB-k model, driven by an oscillating CO pressure, un-
dergoes a dynamic phase transition, similar to the one ob-
served in Isingf18–26g, anisotropic Heisenbergf27,28g, and
XY modelsf29g, driven by an oscillating applied field.

The rest of this paper is organized as follows. In Sec. II
we define the model and describe the Monte Carlo simula-
tion techniques used. In Sec. III we present and discuss the
numerical results obtained when subjecting the model to a
periodic variation of the external CO pressure. Finally, we
present our conclusions in Sec. IV.

II. MODEL AND SIMULATIONS

The original ZGB model without desorptionf13g de-
scribes some kinetic aspects of the reaction CO+O→CO2
on a catalytic surface in terms of a single parameter: the
probabilityy that the next molecule arriving at the surface is
CO. This parameter is proportional to the partial pressure of
CO and will loosely be referred to as the CO pressure. The
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model exhibits two transitions, a continuous one at low CO
pressure to an oxygen-saturated surface, and a discontinuous
one at a higher CO pressure to a CO saturated surface. When
desorption is included, the distinction between the high and
low CO coverage phases disappears for a desorption ratek
above a critical value,kc<0.0406f16,17g. There is evidence
that the nonequilibrium phase transition atkc is in the same
universality class as the two-dimensional kinetic Ising model
at equilibriumf16g. Below kc there are well-defined low and
high coverage phases, separated by a discontinuous, non-
equilibrium phase transition. This picture is consistent with
experimental observations on catalytic surfaces that show
transitions between low and high coverage phasesf6,10–12g.

The ZGB model with CO desorption is simulated on a
square lattice of sideL that represents the catalytic surface. A
Monte Carlo simulation generates a sequence of trials: ad-
sorption with probability 1−k and desorption with probabil-
ity k. A site is selected at random. In desorption, if the site is
occupied by a CO it is vacated, if not the trial ends. In ad-
sorption, if the site is occupied the trial ends, if not a CO or
O2 molecule is selected with probabilityy or 1−y sthe rela-
tive impingement rates of CO and O2d, respectively. A CO
molecule can be adsorbed at the empty site if none of its
nearest neighbors are occupied by an O atom. Otherwise, one
of the occupied neighbors is selected at random and removed
from the surface, liberating a CO2 molecule. O2 molecules
require a nearest-neighbor pair of vacant sites to adsorb.
Once an O2 molecule is adsorbed, it dissociates into two O
atoms. If an O atom is located next to a site filled with a CO
molecule, they react to form a CO2 molecule that escapes,
leaving two sites vacant. This process mimics the CO+O
→CO2 surface reaction.

III. RESULTS

Our simulations were performed on a square lattice of
L3L sites, assuming periodic boundary conditions. The time
unit is one Monte Carlo step per sitesMCSSd, in which each
site is visited once, on average.

The coveragesuCO and uO are defined as the fraction of
surface sites occupied by CO and O, respectively, andRCO2
is defined as the rate of production of CO2. In Fig. 1 we
show the dependence on the external constant CO pressurey
of the average value of the coverages and the CO2 produc-
tion rate:kuCOl, kuOl, andkRCO2

l, respectively. There are two
inactive regions,y,y1 sy1 seems to be fairly independent of
k, as expected because of the absence of CO on the surface at
this pointd andy.y2skd, corresponding to the cases in which
the surface is saturated with O and CO, respectively. For
y1,y,y2skd, there is an active window where the system
produces CO2. Notice that the maximum value ofkRCO2

l is
reached asy2skd is approached from the low-uCO phase.

One way to perturb the catalytic oxidation process in or-
der to increase the CO2 production is by switching the exter-
nal pressure back and forth across the discontinuous transi-
tion y2skd f5–9g. It has been shown that when the ZGB
system without desorption is quickly oscillated between the
low and highuCO phases by a periodic variation of the ex-
ternal pressure, there is considerable enhancement of the
catalytic activity f13,14g. The period and amplitude of the
driving pressure must be calibrated very carefully in order to
avoid driving the system irreversibly toward the CO poi-
soned state.

FIG. 1. Average values of the CO and O coverages,uCO anduO,
and of the CO2 production rate,RCO2

, shown as functions of the
stationary applied CO pressurey, for L=100 with k=0.02. A con-
tinuous, nonequilibrium phase transition occurs aty1, and a discon-
tinuous one aty2skd.

FIG. 2. sad Applied periodic pressure of CO,ystd, that takes the
valuesyl =0.5 andyh=0.535 during the time intervalstd=10 and
tp=150, respectively.sbd Response of the production rate to the
applied pressure given insad for L=100 with k=0.02. The dotted
line marked krl indicates the long-time average of the period-
averaged CO2 production rater, defined by Eq.s2d, while the dotted
line markedkRCO2

lmax marks the maximum average CO2 produc-
tion rate forconstant y=y2skd, shown in Fig. 1. Time is measured in
units of MCSS.
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In other workf17g we have calculated the lifetimes asso-
ciated with the decay of the metastable states of the ZGB-k
model. The system was prepared in the lowshighd CO cov-
erage phase with an initial pressureyi ,y2skd fyi .y2skdg,
and theny was suddenly changed toyf .y2skd fyf ,y2skdg.
We then measured the time it took the system to leave the
metastable state in both cases. We found that the lifetimes
depend on the direction of the process, the decontamination
time td sfrom high to low CO coveraged being different from
the poisoning timetp sfrom low to high CO coveraged. In-
spired by this result, we decided to subject the system to an
oscillating pressureystd that in a periodT= td+ tp takes the
values,

y = Hyl during the time intervaltd
yh during the time intervaltp,

J s1d

located at both sides of the transition point, i.e.,yl ,y2skd
,yh fsee Fig. 2sadg.

We found that, for each selection ofyl andyh, by tuningtd
andtp, the times that the driving force spends in the low and
high coverage regions, respectively, we could increase the
productivity of the system. In Fig. 2sbd it is seen that the
response to the periodic pressure shown in Fig. 2sad, the CO2
production rateRCO2

, also exhibits an oscillatory behavior.
We therefore use its period-averaged value, defined as

r =
1

T
R RCO2

stddt, s2d

as the dynamic order parameter. For the parameters used in
Fig. 2, the long-time average ofr is krl=0.2683, 11% higher
than the maximum average CO2 production rate for constant
y, kRCO2

lmax=0.2414.fCompare Fig. 1 and Fig. 2sbd.g
By averagingr over many periods of oscillationsof the

order of 23103d, we found that, depending on the values of
td andtp, the system has two well-defined regimes: a produc-
tive one withkrl.0, and a nonproductive one withkrl<0,
separated by a transition line in thestp,tdd plane. Figure 3
shows density plots ofkrl in terms of td and tp for two
choices ofyl andyh.

The transition line depends strongly on the selected values
of yl andyh, as can be seen by comparing Fig. 3sad and Fig.
3sbd. This behavior can be understood by looking at the de-
pendence of the lifetimes on the pressure. In Fig. 4 we show
a schematic, but qualitatively correct, diagram of the life-
times tp and td vs y. The lifetimes increase rapidly asy
approaches the coexistence pointy2skd, but the dependences
of td and tp on the distance toy2skd are not equalsthis is

FIG. 3. Long-time averagekrl of the period-averaged CO2 pro-
duction rater, shown as a density plot vstd and tp for sad yl =0.52,
yh=0.54, andsbd yl =0.51,yh=0.535.k=0.01, andL=100.

FIG. 4. sad andsbd Schematic representations of the decay times
of the metastable states as functions of the CO pressurey. The
asymmetry of the curves indicates that the lifetimes depend on the
direction of approach to the coexistence point,y2skd. The ratio
td/tp depends on the values ofyl andyh, which are different insad
andsbd. sad corresponds to the situation shown in Fig. 3sad, andsbd
corresponds to Fig. 3sbd. scd Schematic representation of the depen-
dence of the transition line between the phases withkrl.0 and
krl<0, td

*stpd, on howyl andyh are selected.
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evident in the limiting case,k→0, wheretd→` independent
of yd, as the lifetimes depend on the direction of the decay.
For the values ofyl andyh selected in Fig. 4sad, the system
takes longer to be decontaminated than to be poisoned, i.e.,
td.tp, suggesting that the transition linescorresponding to
the region of high CO2 productiond lies in the regiontd. tp,
as can be seen in Fig. 3sad. Whenyl andyh are selected as in
Fig. 4sbd, the system takes less time to be decontaminated
than to be poisoned, i.e.,td,tp. Then the transition line is
expected to lie in the regiontd, tp, as seen in Fig. 3sbd. The
location of the transition line in each case is schematically
indicated in Fig. 4scd.

In Fig. 5 it can be seen how the average CO2 production,
krl, depends ontd for two different values oftp andk. When
k=0.01, Fig. 5sad showsfconsistent with Figs. 3sad and 3sbdg
that the system has two well-defined dynamic phases, one
with krl.0 and the other withkrl<0. Whenk is increased
to 0.04, the system changes continuously from one phase to
the other, as seen in Fig. 5sbd and Fig. 6. This behavior
suggests that for low values ofk, the system has a dynamic
phase transitionsDPTd between a high CO2 productive dy-
namic phase and a nonproductive one. This is reminiscent of
the behavior of ferromagnetic Ising or anisotropicXY or
Heisenberg spin systems driven by a periodically oscillating
field f18–29g.

Universality and finite-size scaling are well-known tools
to analyze critical phenomena. Near a second-order equilib-
rium phase transition, the order-parameter correlation length
diverges, leading to power-law singularities in terms of the

finite system sizeL f30g. Following the lead of previous
applications to the DPT in the kinetic Ising model driven by
an oscillating fieldf23,24g, we use the period-averaged CO2
production rater as a dynamic order parameter and perform
a finite-size scaling analysis of its fluctuations and mean
value. We define a measure of the fluctuations inr in a
L3L system in the standard way as

XL = L2fkr2l − krl2g s3d

and measureXL as a function oftd for a fixed value oftp and
several values ofL. Analogous to the situation at a second-
order equilibrium phase transition, the order-parameter fluc-

FIG. 5. Long-time average of the period-averaged rate of CO2

production,krl, shown vstd for two values oftp and L=100; sad
with yl =0.52, yh=0.535, andk=0.01, andsbd with yl =0.52, yh

=0.553, andk=0.04. Only fork=0.01 the system clearly presents
two dynamic phases: one withkrl<0 and the other withkrl.0.

FIG. 6. Surface plot ofkrl vs td and tp for yl =0.52,yh=0.553,
andk=0.04.L=100.

FIG. 7. The order-parameter fluctuation measureXL, shown vs
td for tp=230, for four system sizes,sad k=0.01 andsbd k=0.04
<kc. The dotted lines are guides to the eye. For clarity the error
bars are not included in the plot. The highest values ofXL have an
error of approximately 6%.
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tuations increase with the system size, such that the maxi-
mum value ofXL scales asXL

max,Lg/n, and thenth moment
of the order parameter at the transition scales askrnlL

,L−nsb/nd. sWe use standard notation for the critical expo-
nents: g for the fluctuation exponent,b for the order-
parameter exponent, andn for the correlation-length expo-
nent f31g.d

In Fig. 7 we showXL vs td for four system sizes at
k=0.01 andk=0.04. The errors inXL are obtained by stan-
dard error propagation analysis assXL

<2XL /În−1. Figure
7sad shows that, fork=0.01 and the four values ofL used,XL
displays a clear peak, which increases in height with increas-
ing L. This is in clear contrast with Fig. 7sbd for k=0.04
<kc, which shows no such increase withL.

In Fig. 8sad we plot lnsXL
maxd versus lnsLd for k=0.01. A

linear fit indicates a power-law divergence of the fluctuations
with L, with exponentg /n=1.77±0.02. A different method
to extract the power-law exponent, which has some advan-
tage in eliminating the effects of a nonsingular background
term sas in XL= f +gLg/n with f and g constantsd, is to
consider

lnFXbL
max

XL
maxGY ln b =

g

n
+ Os1/ln bd s4d

with L fixed at a relatively small valueshere,L=80d, and
b.1. For largeL andb, the correction term is proportional
to f / sg ln bd, so that the exponent can be estimated by plot-
ting the left-hand side of Eq.s4d vs 1/ lnb and extrapolating
to 1/ lnb=0, as in Fig. 8sbd. The resulting estimate is again
g /n=1.77±0.02.

To obtain an estimate for the exponent ratiob /n, we used
the scaling relation for the order parameter at the critical
point, krnl,L−nsb/nd sagain with the possibility of a nonscal-
ing background, which can be quite significant forrd, to plot
the left-hand side of

− lnF krnlbL

krnlL
GY ln b = n

b

n
+ Os1/ln bd s5d

for L=80 vs 1/ lnb, as shown in Fig. 9. For lack of a better
estimate of the transition point,krnl were measured at the
values oftd corresponding to the maxima ofXL. A linear fit
that takes into account all four system sizes givesb /n
=0.14±0.06 forn=2 and b /n=0.10±0.03 forn=4. As a
combined estimate, we takeb /n=0.12±0.04, where the er-
ror bar includes some measure of our uncertainty about a
nonscaling background and other finite-size effects.

Combining the exponent estimates we find

2sb/nd + sg/nd = 2.01 ± 0.03< 2 = d, s6d

where d is the spatial dimension. This result agrees with
hyperscalingf31g and indicates that our finite-size scaling
results are internally consistentf32g. Results very similar to
the ones presented above were obtained selecting the period-
averaged CO coverage as the order parameter, instead ofr.

Our estimated exponent ratios are very close to the analo-
gous two-dimensional equilibrium Ising valuessg /n=7/4
=1.75 andb /n=1/8=0.125 with b=1 f31gd, but they are
also near those for two-dimensional random percolation
sg /n=43/24<1.79 and b /n=5/48<0.104 with n=4/3
<1.33 f33gd. One way to verify the universality class with-
out calculatingn directly swhich would require much more

FIG. 8. sad Plot of lnsXL
maxd vs lnsLd and sbd plot of

lnsXbL
max/XL

maxd / lnsbd vs 1/ lnsbd, both for k=0.01 andtp=230, and
including all four system sizes.XL

max is the maximum value ofXL,
taken from Fig. 7sad. The straight lines are the best linear fits to the
data and in both cases giveXL

max,Lg/n with g /n=1.77±0.02.

FIG. 9. Plot of −lnskrnlbL/ krnlLd / lnsbd vs 1/ lnsbd for k=0.01
and tp=230, including all four system sizes. The straight lines are
the best linear fits to the data, givingb /n=0.14±0.06 forn=2 and
b /n=0.10±0.03 forn=4.
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accurate data than we have availabled is to consider another
universal quantity, such as the fixed-point value of the
fourth-order order-parameter cumulants“Binder cumulant”d
f30g,

uL = 1 −
ksr − krlLd4lL

3ksr − krlLd2lL
2 , s7d

wherek lL denotes the average over the whole time series of
r for an L3L system. This cumulant is shown vstd for
different L in Fig. 10. The maximum possible value ofuL is
2/3, which is reached in the dynamically ordered phase, pro-
vided that ergodicity is not broken or thatkrlL is exactly
known. This is not so in the present case, and so the cumu-
lant is nonmonotonic, becoming negative deep in both the
dynamically orderedslarge tdd and disorderedssmall tdd
phases. With sufficiently accurate data, the curves represent-
ing uL for different L cross or touch at a common point,
which represents an estimate for the critical value of the
control variableshere,tdd that is quite insensitive to correc-
tions to scaling. The value ofuL at this fixed point,u*, is a
universal quantity characteristic of the particular universality
class. In the present case, the accuracy of our data is not
sufficient to use the crossing point as an estimate for the
critical value oftd swe have instead used the maxima ofXLd.
However,u* is seen to be in the vicinity of 0.6, consistent
with the very accurately known value for the two-
dimensional Ising universality class,uIsing

* =0.6106901s5d
f34g. Even though it is not very accurately determined, the
value ofu* observed for the present system is unlikely to be
as low as the value for random percolation,uPerc

* <0.555
f35g. Our total numerical finite-size scaling evidence thus

points in the direction that the DPT in this system belongs to
the two-dimensional equilibrium Ising universality class, to-
gether with other DPTs in far-from-equilibrium systems,
such as the one observed in the two-dimensional kinetic
Ising model driven by an oscillating applied fieldf23–25,36g.

An independent indication that the DPT in this system
belongs to the equilibrium Ising universality class, is a sym-
metry argument due to Grinstein, Jayaprakash, and Hef37g,
who argued that the equilibrium Ising universality class ex-
tends to nonequilibrium cellular automata thatsid have local
dynamics,sii d do not conserve the order parameter or other
auxiliary fields, andsiii d respect the Ising up-down symme-
try. This result was later extended by Bassler and Schmitt-
mann f38g, using renormalization-group arguments, to sys-
tems that obey conditionssid andsii d above, but violatesiii d,
such as some driven lattice gases. The ZGB-k model satisfies
these requirements, and it should thus belong to the equilib-
rium Ising class on symmetry grounds.

IV. CONCLUSIONS

In this paper we have studied the dynamic response of the
ZGB model with CO desorptionsthe ZGB-k modelf16gd to
periodic variations of the relative CO pressurey, around the
coexistence valuey2skd that separates the low and high CO-
coverage phases. There is an asymmetry of the lifetimes of
the model: its decontaminating timetd generally differs from
the contaminating timetp. We exploited this fact by selecting
a square-wave periodic CO pressure that stays for a timetd in
the high-production region and for a timetp in the low-
production one. We found thattd and tp can be tuned to
significantly enhance the time-averaged catalytic activity of
the system beyond its maximum value under constant-
pressure conditions—a result we believe should be of ap-
plied significance.

We also found strong indications that, for sufficiently low
values of the desorption rate, this driven nonequilibrium sys-
tem undergoes a dynamic phase transition between a dy-
namic phase of high CO2 production,krl.0, and a nonpro-
ductive phasekrl<0. As the order parameter for this
nonequilibrium phase transition we used the period-averaged
rate of CO2 production,r. Our study shows that the distinc-
tion between these phases disappears for a high enough de-
sorption rate. Applying finite-size scaling techniques in a
similar fashion to what is commonly done to study equilib-
rium second-order phase transitions, we found that, for small
values of the CO desorption ratek, the fluctuations of the
order parameter diverge as a power law with the system size,
XL

max,Lg/n with exponentg /n=1.77±0.02, while moments
of the order parameter at the transition point decay askrnlL

,L−nb/n with b /n=0.12±0.04, and the fourth-order order-
parameter cumulantuL has a fixed-point value ofu* <0.6.
These values are close to those of the two-dimensional Ising
universality class, and together with general symmetry argu-
ments f37,38g they represent reasonable evidence that this
far-from-equilibrium phase transition belongs to the same
universality class as the equilibrium Ising model. A higher
level of confidence about the universality class would require

FIG. 10. The fourth-order cumulantuL, shown vstd for all four
system sizes,k=0.01 andtp=230. The horizontal lines correspond
to uL=2/3 ssolidd, uIsing

* <0.610 sdashedd, and uPerc
* <0.555 sdot-

tedd. See discussion in the text. The errors are approximated by
standard error-propagation methods and are of the order of 3% for
the highest values ofuL and of the order of 14% for the lowest.
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simulations at least an order of magnitude more extensive
than the ones presented here—a task beyond the scope of the
present paper.

Finally, we note that the enhancement of the CO2 produc-
tion and the continuous DPT are probably closely related
phenomena since the critical cluster associated with the
phase transition is likely to provide more empty sites avail-
able for O2 adsorption near adsorbed CO molecules, than the

sharp interfaces expected near the first-order coexistence line
seen under constant-y conditions.
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