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We present a kinetic Monte Carlo study of the dynamical response of a Ziff-Gulari-Barshad model for CO
oxidation with CO desorption to periodic variation of the CO pressure. We use a square-wave periodic pressure
variation with parameters that can be tuned to enhance the catalytic activity. We produce evidence that, below
a critical value of the desorption rate, the driven system undergoes a dynamic phase transition betwgen a CO
productive phase and a nonproductive one at a critical value of the period and waveform of the pressure
oscillation. At the dynamic phase transition the period-averageg fE@luction rate is significantly increased
and can be used as a dynamic order parameter. We perform a finite-size scaling analysis that indicates the
existence of power-law singularities for the order parameter and its fluctuations, yielding estimated critical
exponent ratio3/v=0.12 andy/v=1.77. These exponent ratios, together with theoretical symmetry argu-
ments and numerical data for the fourth-order cumulant associated with the transition, give reasonable support
for the hypothesis that the observed nonequilibrium dynamic phase transition is in the same universality class
as the two-dimensional equilibrium Ising model.
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I. INTRODUCTION regime, the decay times of the metastable states are different

The study of nonequilibrium statistical models is a subjectf the ZGB-k model is driven into the CO poisoned state
of current interest in a broad range of fields such as chemicdfom the active phase, or if it is driven into the active phase
reactions, fluid turbulence, chaos, biological populationsfrom the CO poisoned state. Based on this result, we expect
growth-deposition processes, and even econofdicd. In  that the catalytic activity of the system will increase when
particular, the study of surface reaction systems has receivéfie system is subjected to periodic variation of the external
a great deal of attentiof8]. These systems not only consti- CO pressure, only when one takes into account that the time
tute a fruitful laboratory for exploring critical phenomena it takes the system to decontaminate is different from the
associated with out-of-equilibrium statistical physics, buttime it takes it to contaminate. Furthermore, we show that
they can also play an important role in the development othe ZGB-k model, driven by an oscillating CO pressure, un-
more efficient catalytic processes. Catalytic reactions arelergoes a dynamic phase transition, similar to the one ob-
widespread in nature and have many industrial and technaerved in Isind 18—26, anisotropic Heisenbel@7,28, and
logical applicationg4,5]. XY models[29], driven by an oscillating applied field.

Several experiments show that it is possible to increase The rest of this paper is organized as follows. In Sec. Il
the efficiency of catalytic reactions by subjecting the systenwe define the model and describe the Monte Carlo simula-
to periodic external forcing5—9]. Monte Carlo simulations tion techniques used. In Sec. Ill we present and discuss the
of the Ziff, Gulari, and BarshadZGB) model without de- numerical results obtained when subjecting the model to a
sorption[13] indicate that an enhancement of the catalyticperiodic variation of the external CO pressure. Finally, we
activity is observed when the system is perturbed by a peripresent our conclusions in Sec. IV.
odic force that drives it briefly into the CO poisoned state
[13,14]. However, it is well known that the ZGB model does
not reproduce several important aspects of catalytic pro-
cesses, such as lateral diffusidrb] and CO desorptiofl6]. The original ZGB model without desorptiofil3] de-

In the present study we neglect diffusion and concentrate oscribes some kinetic aspects of the reaction CO+00,
the effects of CO desorption. For brevity we will refer to this on a catalytic surface in terms of a single parameter: the
model as the ZGB-k mod¢lL6]. probability y that the next molecule arriving at the surface is

Other work by the present authdrk7] indicates that near CO. This parameter is proportional to the partial pressure of
the coexistence line between the active and the CO poisonetiO and will loosely be referred to as the CO pressure. The

Il. MODEL AND SIMULATIONS
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y FIG. 2. (a) Applied periodic pressure of CQ(t), that takes the

valuesy;=0.5 andy,=0.535 during the time intervalg=10 and
FIG. 1. Average values of the CO and O coveragis, and éo, t,=150, respectively(b) Response of the production rate to the

and of the CQ production rateRco,, _shown as fEnctions of the  ahplied pressure given if®) for L=100 with k=0.02. The dotted
stationary applied CO pressuye for L=100 withk=0.02. A con- jine marked (r) indicates the long-time average of the period-
tinuous, nonequilibrium phase transition occurggtand a discon- averaged C@production rate, defined by Eq(2), while the dotted
tinuous one ays(k). line marked(Rc02>maX marks the maximum average G@roduc-

model exhibits two transitions, a continuous one at low COHon rate forconstant y=y,(k), shown in Fig. 1. Time is measured in
pressure to an oxygen-saturated surface, and a discontinuotfdts of MCSS.

one at a higher CO pressure to a CO saturated surface. When IIl. RESULTS

desorption is included, the distinction between the high and ) ] )

low CO coverage phases disappears for a desorptiorkrate Our simulations were performed on a square lattice of
above a critical valuek,~0.0406[16,17. There is evidence L X L Sites, assuming periodic boundary conditions. The time
that the nonequilibrium phase transitionkatis in the same  Unit is one Monte Carlo step per si®ICSS, in which each
universality class as the two-dimensional kinetic Ising modef'€ ;]S visited once, on z:ljverage. defined as the fraction of
at equilibrium[16]. Below k., there are well-defined low and -If— € cq;/erageﬁcq ?jnb 0%?;8 dGé?e as tt? :actlon 0
high coverage phases, separated by a discontinuous, nope " ace SHes occupied by and ©, respective y,I%&giz
equilibrium phase transition. This picture is consistent with!S défined as the rate of production of &0n Fig. 1 we
experimental observations on catalytic surfaces that show?" the dependence on the external constant CO pregsure

" : f the average value of the coverages and the @@duc-
transitions between low and high coverage phagg-12. 0 .
The ZGB model with CO desorption is simulated on ation rate:(6co, (6o), and<RCOz>’ respectively. There are two

square lattice of side that represents the catalytic surface. A inactive regionsy <, (y, seems to be fairly independent of
Monte Carlo simulation generates a sequence of trials: ad$ @S €xpected because of the absence of CO on the surface at
sorption with probability 1« and desorption with probabil- this poin} anc_jy>y2(k), Corrgspondmg to the cases in which
ity k. A site is selected at random. In desorption, if the site isthe surface is saturated with O and CO, respectively. For
occupied by a CO it is vacated, if not the trial ends. In ad-Y1<Y<Y2(k), there is an active window where the system
sorption, if the site is occupied the trial ends, if not a CO orProduces CQ Notice that the maximum value ¢Rco,) is

0, molecule is selected with probabiligyor 1-y (the rela-  reached ag,(k) is approached from the lowo phase.

tive impingement rates of CO and,)Q respectively. A CO One way to perturb the catalytic oxidation process in or-
molecule can be adsorbed at the empty site if none of itsler to increase the C{production is by switching the exter-
nearest neighbors are occupied by an O atom. Otherwise, om&l pressure back and forth across the discontinuous transi-
of the occupied neighbors is selected at random and removdin y,(k) [5-9]. It has been shown that when the ZGB
from the surface, liberating a GGnolecule. Q@ molecules  system without desorption is quickly oscillated between the
require a nearest-neighbor pair of vacant sites to adsorlblow and highf-o phases by a periodic variation of the ex-
Once an Q molecule is adsorbed, it dissociates into two Oternal pressure, there is considerable enhancement of the
atoms. If an O atom is located next to a site filled with a COcatalytic activity[13,14]. The period and amplitude of the
molecule, they react to form a GOnolecule that escapes, driving pressure must be calibrated very carefully in order to
leaving two sites vacant. This process mimics the CO+Cavoid driving the system irreversibly toward the CO poi-
— CO, surface reaction. soned state.
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L of the metastable states as functions of the CO presgufiche
asymmetry of the curves indicates that the lifetimes depend on the
direction of approach to the coexistence poipi(k). The ratio
400 74/ 7, depends on the values gfandyy,, which are different in(a)
and(b). (a) corresponds to the situation shown in Figa)3and(b)
corresponds to Fig.(B). (c) Schematic representation of the depen-
dence of the transition line between the phases Wijh~0 and
~ 300 *
] (r)=0, t4(t,), on howy, andy;, are selected.
O
2
= 200 We found that, for each selection yfandyy, by tuningty
andt,, the times that the driving force spends in the low and
high coverage regions, respectively, we could increase the
100 productivity of the system. In Fig.(B) it is seen that the
response to the periodic pressure shown in Ha), 2he CG
production rateRco,, also exhibits an oscillatory behavior.
We therefore use its period-averaged value, defined as
100 200 300 400
(b) 7, (MCSS)
1
FIG. 3. Long-time averagé) of the period-averaged G(pro- r= Tﬂg Rcoz(t)dt, (2

duction rater, shown as a density plot g andt,, for (a) y;=0.52,
V,=0.54, and(b) y,=0.51,y,=0.535.k=0.01, andL=100.

as the dynamic order parameter. For the parameters used in
In other work[17] we have calculated the lifetimes asso- Fig. 2, the long-time average ofis (r)=0.2683, 11% higher
model. The system was prepared in the Iigh) CO cov- (Reo,)max=0.2414.[Compare Fig. 1 and Fig.(8).]
erage phase with an initial pressuyp<y,(k) [y;>y2(K)], By averagingr over many periods of oscillatiofof the
and theny was suddenly changed $9>Y,(K) [yr<y2(K].  order of 2x 10%), we found that, depending on the values of
We then measured the time it took the system to leave thg, andt,, the system has two well-defined regimes: a produc-
metastable state in both cases. We found that the lifetimegye one with(r)>0, and a nonproductive one with)~0,

qepend on the_ direction of the process, the Qecontaminati%parated by a transition line in ﬂ(l%,td) plane. Figure 3
time 74 (from high to low CO coveragebeing different from shows density plots ofr) in terms ofty and t, for two
the poisoning timer, (from low to high CO coverage In- choices ofy, andy;, P

spired by this result, we decided to subject the system to an The transition line depends strongly on the selected values

oscillating pressurg/(t) that in a periodT=ty+t, takes the of y, andy,, as can be seen by comparing Figa)3and Fig.
values, 3(b). This behavior can be understood by looking at the de-
y, during the time intervaly pendence of the lifetimes on the pressure. In Fig. 4 we show
= (1)  a schematic, but qualitatively correct, diagram of the life-
times 7, and 74 vs y. The lifetimes increase rapidly as
located at both sides of the transition point, ig<y,(k) approaches the coexistence pojptk), but the dependences
<y, [see Fig. 2a)]. of 74 and 7, on the distance tg,(k) are not equalthis is

yn during the time intervat,,
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= | | | | | finite system sizel [30]. Following the lead of previous
00— 10 20 30 a0  sw  applications to the DPT in the kinetic Ising model driven by
(b) 1, (MCSS) an oscillating field 23,24, we use the period-averaged €O

production,(r), shown vsty for two values oft, and L=100; (a)
with y;=0.52, y,=0.535, andk=0.01, and(b) with y;=0.52, y;,

production rate as a dynamic order parameter and perform
FIG. 5. Long-time average of the period-averaged rate of cCO @ finite-size scaling analysis of its fluctuations and mean

=0.553, anck=0.04. Only fork=0.01 the system clearly presents
two dynamic phases: one with)~0 and the other witkr)> 0.

evident in the limiting cas&— 0, wherery— « independent

XL =LA(r?) = ()]

value. We define a measure of the fluctuationsr im a
L XL system in the standard way as

3

and measur¥ as a function of; for a fixed value ot, and
several values of. Analogous to the situation at a second-

of y), as the lifetimes depend on the direction of the decay.
For the values ofy andy,, selected in Fig. @), the system

order equilibrium phase transition, the order-parameter fluc-

takes longer to be decontaminated than to be poisoned, i.e  g00 | , : :
74> Tp, Suggesting that the transition liteorresponding to B T
: ) N : 500 |- - -
the region of high C@production lies in the regiort,>tp, L . 00 L=80 |
as can be seen in Fig(88. Wheny, andy;, are selected as in 2001 . P EZ;Q(O) 7]
Fig. 4(b), the system takes less time to be decontaminate.: 300 A;A-A L] n-m=200
than to be poisoned, i.ery<7,. Then the transition line is i . : i T
- ¢ L 200 - A —
expected to lie in the regioly<t,,, as seen in Fig.(®). The L N ]
location of the transition line in each case is schematically 1001~ R I Y 'y
indicated in Fig. 4c). @ g I . . S
In Fig. 5 it can be seen how the average goduction, 140 160 180 200
(r), depends oty for two different values of, andk. When 2.0 —— —

k=0.01, Fig. %a) shows[consistent with Figs. (&) and 3b)]

that the system has two well-defined dynamic phases, one
with (r)>0 and the other witr)~0. Whenk is increased

to 0.04, the system changes continuously from one phase ti<®
the other, as seen in Fig(l® and Fig. 6. This behavior
suggests that for low values &f the system has a dynamic
phase transitiofDPT) between a high COproductive dy-
namic phase and a nonproductive one. This is reminiscent o
the behavior of ferromagnetic Ising or anisotropi&y or
Heisenberg spin systems driven by a periodically oscillating

field [18—-29.

(b)

50 100
t, (MCSS)

150

FIG. 7. The order-parameter fluctuation measxire shown vs
Universality and finite-size scaling are well-known tools t, for t,=230, for four system sizega) k=0.01 and(b) k=0.04

to analyze critical phenomena. Near a second-order equilib~k_. The dotted lines are guides to the eye. For clarity the error

rium phase transition, the order-parameter correlation lengtbars are not included in the plot. The highest valueX ohave an

diverges, leading to power-law singularities in terms of theerror of approximately 6%.
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(b) 1/In(b) FIG. 9. Plot of =If{r™p, /<r™y)/In(b) vs 1/In(b) for k=0.01

andt,=230, including all four system sizes. The straight lines are
FIG. 8. (8 Plot of INX™) vs In(L) and (b) plot of the best linear fits to the data, givifgf »=0.14+0.06 fom=2 and
IO XM /In(b) vs 1/In(b), both fork=0.01 andt,=230, and ~ A/»=0.10+0.03 fom=4.
including all four system size(" is the maximum value oX,
taken from Fig. Ta). The straight lines are the best linear fits to the  To obtain an estimate for the exponent rasitv, we used
data and in both cases givg"**~ L with y/»=1.77+0.02. the scaling relation for the order parameter at the critical
point, ("~ L™"#"") (again with the possibility of a nonscal-
tuations increase with the system size, such that the maxing background, which can be quite significant forto plot
mum value ofX_ scales aX[™™~L"", and thenth moment the left-hand side of
of the order parameter at the transition scales (&%
~L™A"_ (We use standard notation for the critical expo- (MpL i
nents: y for the fluctuation exponentB for the order- = ™ In b:n;+0(1/|n b) (5
parameter exponent, andfor the correlation-length expo- -
nent[31].)
In Fig. 7 we showX; vs ty for four system sizes at
k=0.01 andk=0.04. The errors irX, are obtained by stan-

dard error propagation analysis a§Lz2XL/\s“n—1. Figure X ; )
_ that takes into account all four system sizes givgs
7(a) shows that, fok=0.01 and the four values @fused X, ~0.14+0.06 forn=2 and 8/v=0.10+0.03 forn=4. As a

displays a clear peak, which increases in height with increas- . . -
ing L. This is in clear contrast with Fig.(8) for k=0.04 combined estimate, we tal@ »=0.12+0.04, where the er-

2R i shows o such nreese wi o bl some meseurs f ur ncetany about 2
In Fig. 8@ we plot INX"®) versus IfL) for k=0.01. A 9 9 '

linear fit indicates a power-law divergence of the fluctuations Combining the exponent estimates we find
with L, with exponenty/ v=1.77+£0.02. A different method
to extract the power-law exponent, which has some advan-

tage in eliminating the effects of a nonsingular background
term (as in X =f+gL”” with f and g constants is to  whered is the spatial dimension. This result agrees with

for L=80 vs 1/Inb, as shown in Fig. 9. For lack of a better
estimate of the transition poin{r") were measured at the
values ofty corresponding to the maxima of . A linear fit

2(BIv) + (ylv) = 2.01+0.03= 2 =d, (6)

consider hyperscaling[31] and indicates that our finite-size scaling
. results are internally consistef82]. Results very similar to
X he on resen ve wer in lecting th riod-
| bl Inb:Z+O(1/Inb) @) the ones presented above were obtained select g the pe od
Xmax v averaged CO coverage as the order parameter, insterad of

Our estimated exponent ratios are very close to the analo-
with L fixed at a relatively small valuéhere,L=80), and  gous two-dimensional equilibrium Ising valués/v=7/4
b>1. For largeL andb, the correction term is proportional =1.75 andB/v=1/8=0.125 with 8=1 [31]), but they are

to f/(gIn b), so that the exponent can be estimated by plotalso near those for two-dimensional random percolation
ting the left-hand side of Eq4) vs 1/Inb and extrapolating (y/v=43/24~1.79 and B/v=5/48~0.104 with v=4/3

to 1/Inb=0, as in Fig. 8). The resulting estimate is again = 1.33[33]). One way to verify the universality class with-
ylv=1.77+0.02. out calculatingy directly (which would require much more
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' ' ' ' ' ' points in the direction that the DPT in this system belongs to
the two-dimensional equilibrium Ising universality class, to-
gether with other DPTs in far-from-equilibrium systems,
such as the one observed in the two-dimensional kinetic
Ising model driven by an oscillating applied fig23—25,38.

An independent indication that the DPT in this system
belongs to the equilibrium Ising universality class, is a sym-
metry argument due to Grinstein, Jayaprakash, an{i3dg
who argued that the equilibrium Ising universality class ex-
tends to nonequilibrium cellular automata tligthave local
dynamics,(ii) do not conserve the order parameter or other
auxiliary fields, andiii) respect the Ising up-down symme-
try. This result was later extended by Bassler and Schmitt-
mann[38], using renormalization-group arguments, to sys-
tems that obey condition$) and(ii) above, but violateiii ),
such as some driven lattice gases. The ZGB-k model satisfies
these requirements, and it should thus belong to the equilib-
rium Ising class on symmetry grounds.

7, (MCSS)
FIG. 10. The fourth-order cumulant, shown vsty for all four IV. CONCLUSIONS
system sizesk=0.01 andt,=230. The horizontal lines correspond
to u =2/3 (solid), Uygpg=0.610 (dashedi and up,~0.555 (dot- In this paper we have studied the dynamic response of the

ted. See discussion in_the text. The errors are approximated by model with CO desorptiofthe ZGB-k mode[16]) to
stand_ard error-propagation methods and are of the order of 3% f%eriodic variations of the relative CO pressyrearound the
the highest values af, and of the order of 14% for the lowest. coexistence valug,(k) that separates the low and high CO-
coverage phases. There is an asymmetry of the lifetimes of
accurate data than we have ava”abmto consider another the model: its decontaminating t|m§ genera”y differs from
universal quantity, such as the fixed-point value of thethe contaminating time,. We exploited this fact by selecting
fourth-order order-parameter cumulgfiBinder cumulant)) a square-wave periodic CO pressure that stays for attjine
[30], the high-production region and for a tintg in the low-
production one. We found thdy and t, can be tuned to
_ AT =m0 @ significantly enhance the time-averaged catalytic activity of
LTT((r (32’ the system beyond its maximum value under constant-
pressure conditions—a result we believe should be of ap-
where( ), denotes the average over the whole time series oflied significance.
r for an L XL system. This cumulant is shown g for We also found strong indications that, for sufficiently low
differentL in Fig. 10. The maximum possible value gf is  Vvalues of the desorption rate, this driven nonequilibrium sys-
2/3, which is reached in the dynamically ordered phase, protem undergoes a dynamic phase transition between a dy-
vided that ergodicity is not broken or that), is exactly —namic phase of high CQproduction(r)>0, and a nonpro-
known. This is not so in the present case, and so the cum@luctive phase(r)~0. As the order parameter for this
lant is nonmonotonic, becoming negative deep in both thenonequilibrium phase transition we used the period-averaged
dynamically ordered(large ty) and disordered(small ty) rate of CQ production,r. Our study shows that the distinc-
phases. With sufficiently accurate data, the curves represertion between these phases disappears for a high enough de-
ing u_ for different L cross or touch at a common point, sorption rate. Applying finite-size scaling techniques in a
which represents an estimate for the critical value of thesimilar fashion to what is commonly done to study equilib-
control variable(here,ty) that is quite insensitive to correc- rium second-order phase transitions, we found that, for small
tions to scaling. The value af, at this fixed pointu*, is a  values of the CO desorption rake the fluctuations of the
universal quantity characteristic of the particular universalityorder parameter diverge as a power law with the system size,
class. In the present case, the accuracy of our data is nd{"~L"” with exponenty/v=1.77+0.02, while moments
sufficient to use the crossing point as an estimate for thef the order parameter at the transition point decayr8s
critical value ofty (we have instead used the maximaXgj. ~L™™ with B/v=0.12+0.04, and the fourth-order order-
However,u* is seen to be in the vicinity of 0.6, consistent parameter cumulant, has a fixed-point value af* =0.6.
with the very accurately known v*alue for the two- These values are close to those of the two-dimensional Ising
dimensional Ising universality clasmlsing=0.610690315) universality class, and together with general symmetry argu-
[34]. Even though it is not very accurately determined, thements[37,3§ they represent reasonable evidence that this
value ofu* observed for the present system is unlikely to befar-from-equilibrium phase transition belongs to the same
as low as the value for random percolatiag,~0.555 universality class as the equilibrium Ising model. A higher
[35]. Our total numerical finite-size scaling evidence thuslevel of confidence about the universality class would require
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simulations at least an order of magnitude more extensiveharp interfaces expected near the first-order coexistence line
than the ones presented here—a task beyond the scope of thgen under constagteonditions.

present paper.
Finally, we note that the enhancement of the ,(s@duc-
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